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In a new wave of consumer data privacy litigation, plaintiffs have 
recently filed dozens of class actions in state and federal courts, 
primarily in California, seeking damages for alleged wiretapping by 
companies with public-facing websites. 
 
The complaints assert a common theory: that website owners using 
chatbot functions — also known as artificial intelligence virtual 
assistants — to engage with customers are violating state 
wiretapping laws by recording chats and giving service providers that 
support those functions with access to them, which plaintiffs label 
illegal eavesdropping. 
 
Chatbot wiretapping complaints seek substantial damages from 
defendants and assert new theories that would dramatically expand 
the application of state wiretapping laws to customer support 
functions on business websites. 
 
Although there are compelling reasons why courts should decline to 
extend wiretapping liability to these contexts, early motions to 
dismiss these cases have met mixed results. 
 
Therefore, businesses that use chatbot functions to support 
customers now face a high-risk litigation environment, with 
inconsistent court rulings to date and uncertain legal holdings ahead, 
significant statutory damages, and a rapid uptick in plaintiff activity. 
 
States With the Strictest Wiretapping Laws 
 
California and Massachusetts have some of the most restrictive 
wiretapping laws in the nation, applicable not only to law 
enforcement and governmental actors, but to private citizens and 
businesses as well. 
 
Both states require all parties to consent to a recording, in contrast to the one-party 
consent required under federal law, and both states have privacy statutes that litigants have 
invoked to bring claims based on alleged wiretapping. 
 
The Massachusetts Invasion of Privacy Act was enacted in 1968 and provides that each 
person "shall have a right against unreasonable, substantial or serious interference with his 
privacy."[1] This right to privacy extends to private communications, as encoded in the 
Massachusetts Wiretap Statute, which prohibits the unauthorized interception of wire and 
oral communications unless a recognized exemption applies.[2] 
 
Massachusetts' wiretapping statute provides for a civil damages award of actual and 
punitive damages, not less than liquidated damages computed at the rate of $100 per day 
for each day of violation or $1,000, whichever is higher, plus attorney fees.[3] 
 
Efforts to modernize these laws, including to update definitions to reference forms of 
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electronic communications that did not exist in 1968, have faltered despite strong support 
from former Massachusetts Gov. Charlie Baker and then-Attorney General Maura Healy.[4] 
Nonetheless, litigants have sustained claims past the pleading stages, alleging that MIPA 
applies to the recording of website activity in recent session-replay suits.[5] 
 
In those cases, plaintiffs have sought damages for invasion of privacy under MIPA based on 
alleged violations of wiretapping laws through the interception and disclosure of website 
communications and activity. 
 
The California Invasion of Privacy Act was enacted in 1967, and prohibits wiretapping and 
eavesdropping upon private communications with limited exceptions.[6] Plaintiffs have 
recently brought chatbot wiretapping claims under Sections 631(a) and 632.7 of the 
statute, which apply to wire and cellphone communications, respectively. 
 
While California has an exemption for direct party liability, because a party cannot 
eavesdrop on its own conversation, CIPA provides for liability when a party aids and abets a 
third party in surreptitious wiretapping.[7] 
 
The California statute also provides for statutory damages of $5,000 per violation, plus 
treble actual damages and attorney fees.[8] Like Massachusetts, in 2022, California also 
saw a wave of wiretapping claims against website operators based on session-replay 
software. 
 
Other states with wiretapping statutes requiring the consent of all parties include Delaware, 
Florida, Illinois, Maryland, Montana, Nevada, New Hampshire, Pennsylvania and 
Washington. 
 
As in Massachusetts and California, litigants in Florida and Pennsylvania have started 
asserting wiretapping claims based on website functions. 
 
Plaintiffs' Efforts to Extend State Wiretapping Laws to Chatbot Functions 
 
In recent years, plaintiffs have targeted tracking cookies and pixels and session-replay 
technology, which are commonly used on websites to collect data, including keystrokes and 
mouse movements, and to optimize functionality, accessibility and user experience. 
 
A tracking cookie is a text file set by a website onto a user's browser to collect data 
concerning that user's browsing activity and can be removed by a user by adjusting browser 
settings. A tracking pixel is a small and sometimes invisible image with computer code that 
captures information about a user's browsing activity but does not rely on a browser to 
function. 
 
Companies using tracking cookies and pixels without users' consent have been held to 
violate the European Union's General Data Protection Regulation,[9] and the companies 
using them were early targets of plaintiffs attempting to apply U.S. state wiretapping laws 
to website data collection.[10] 
 
More recently, plaintiffs have also focused on session-replay activities, where websites use 
analytics tools to capture website activity data and reconstruct that data into sessions for 
analysis.[11] These technologies often rely on third-party vendor software that captures 
website interactions, and records and shares that data with vendors. 
 
Plaintiffs have argued that, when tracking cookies and pixels and session-replay technology 



capture communications, these functions run afoul of state wiretapping laws. In 
Massachusetts and California, plaintiffs in some cases avoided early dismissal and secured 
significant class settlements. 
 
Chatbot litigation is a product of those early favorable rulings in cookie and pixel tracking 
and session-replay litigation, applying similar theories to a new website function. 
 
Website chatbots allow users to engage with and receive assistance from AI virtual 
assistants or human customer service representatives. Chatbot functions are often deployed 
using third-party vendor software, and when chat conversations are recorded, those 
vendors may be provided access to live recordings or transcripts. 
 
According to this most recent wave of plaintiffs, recording chat conversations and making 
them accessible to third-party vendors violates state wiretapping laws, with liability for both 
the website operator and third-party vendor. 
 
However, there are several reasons why the application of wiretapping laws in this context 
is inappropriate, including but not limited to legal arguments that: 

 For certain jurisdictions, state lawmakers have declined to extend wiretapping laws 
to these contexts despite multiple rounds of proposed amendments; 

 Users who visit websites and use chatbot features have provided implied consent to 
the collection and use of their data in accordance with the websites' privacy notices; 

 Party exceptions — under which the intended recipient of a communication cannot be 
liable for wiretapping their own conversation — for unauthorized recording will apply 
when website owners directly use third-party software to process consumer data 
rather than transmitting it externally; 

 In certain circumstances, only data concerning the circumstances of communications, 
but not the contents of communications, are actually transmitted by wire; and 

 Plaintiffs in federal court must demonstrate a concrete injury to have constitutional 
standing. 

 
Defendants swept up in this newest wave of wiretapping litigation are asserting these legal 
arguments in early dispositive motion practice with mixed results, and it may be several 
years before the highest state and federal appellate courts clarify how far plaintiffs may 
extend wiretapping statutes written decades before the internet was invented. 
 
How Businesses Can Address Growing Chatbot Litigation Risk 
 
Despite these strong defenses, businesses with website chat functions should exercise 
caution to avoid being in a litigation posture where they need to mount any of these 
arguments. 
 
While the Federal Trade Commission has cautioned website operators not to mislead 
customers about the nature of their interactions with AI tools, the agency has yet to issue 
specific guidance on potential wiretapping concerns.[12] 
 
Similarly, the Consumer Financial Protection Bureau has urged financial institutions to 



exercise transparency and caution in using chatbots, but has not yet specifically addressed 
this topic.[13] However, both agencies have indicated that chatbot functions will be under 
increased scrutiny in the future. 
 
We expect to see chatbot wiretap claims skyrocket in the coming months, against a 
backdrop of an already record-breaking year in consumer data privacy class actions. 
 
The threat of this litigation is present in all two-party consent states, but especially 
Massachusetts and California, and companies should beware that they can be targeted by 
the same or different plaintiffs and counsel in multiple states. 
 
Companies should not assume that just because they do not offer products or services 
directly to consumers that they are immune from this threat: Any public-facing website with 
a chat function is vulnerable to litigation. 
 
In this environment, there is a window of opportunity for businesses to expend on 
prevention to secure future protection and avoid expensive litigation. 
 
A comprehensive review and update of a company's website for data privacy compliance, 
including chatbot activities, is advisable. These measures include: 

 Incorporating clear disclosure language and robust affirmative consent procedures 
into the website's chat functions, including specific notification in the function itself 
that the chatbot is recording and storing communications; 

 Expanding website dispute resolution terms, including terms that could reduce the 
risk of class action and mass arbitration; 

 Updating the website's privacy policy to accurately and clearly explain what data, if 
any, is recorded, stored, and transmitted to service providers through its chat 
functions, ideally in a dedicated chat section; 

 Considering data-minimization measures in connection with website chat functions; 
and 

 Evaluating third-party software vendors' compliance history, including due diligence 
to ensure a complete understanding of how chatbot data is collected, transmitted, 
stored and used, and whether the third party's privacy policies are acceptable. 

 
Companies may also want to consider minimizing aspects of their chatbots that have a high 
annoyance factor — such as blinking notifications — to reduce the likelihood of attracting a 
suit. 
 
This list is not comprehensive, and businesses should be sure that their legal teams are 
aware of their website functions and data collection practices. 
 
Bringing a certain amount of skepticism to vendor claims of compliance will serve 
companies well — it is best to independently verify rather than to rely on vendor 
representations, particularly as a vendor may have a higher risk tolerance. 
 
Companies should beware that plaintiffs may leverage early court victories in their demands 
and complaints and may learn from early dismissals to refine their pleading practices. 



 
Conclusion 
 
Consumer data privacy litigation is a fast-evolving area of law with rapidly expanding legal 
obligations created by active legislatures across the country. In this changing landscape, it 
is critical to stay on top of the latest developments. 
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